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ABSTRACT

This paper is the introduction to Artificial Neural Network and we tried to explain the brief ideas of ANN and its applications to various field. Since the invention of the digital computer, the human being has attempted to create machines which directly interact with the real world without his intervention. An artificial neural network is an abstract simulation of a real nervous system and its study corresponds to a growing interdisciplinary field which considers the systems as adaptive, distributed mostly nonlinear, three of the elements found in the real applications. The ANN’s are used in many important engineering and scientific applications, some of these are: signal enhancement, noise cancellation, pattern classification, system identification, prediction, and control. Besides, they are used in many commercial products, such as modems, image processing and recognition systems, speech recognition, and bio-medical instrumentation, among others. We argued that if the machine could successfully pretend to be human to a knowledgeable observer then you certainly should consider it intelligent.
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1. INTRODUCTION

Nowadays there is a new field of computational science that integrates the different methods of problem solving that cannot be so easily described without an algorithmic traditional focus. These methods, in one way or another, have their origin in the emulation, more or less intelligent, of the behavior of the biological systems. It is a new way of computing denominated Artificial Intelligence, which through different methods is capable of managing the imprecision and uncertainties that appear when trying to solve problems related to the real world, offering strong solution and of easy implementation. One of those techniques is known as Artificial Neural Networks (ANN).

Inspired, in their origin, in the functioning of the human brain, and entitled with some intelligence. These are the combination of a great amount of elements of process – artificial neurons – interconnected that operating in a parallel way get to solve problems related to aspects of classification. There is no single formal definition of what an artificial neural network is. Generally, it involves a network of simple processing elements that exhibit complex global behavior determined by the connections between the processing elements and element parameters. Artificial neural networks are used with algorithms designed to alter the strength of the connections in the network to produce a desired signal flow.

2. BIOLOGICAL NEURAL NETWORK

The features of the biological neural network are attributed to its structure and function. The fundamental unit of the network is called a neuron or a nerve cell. Figure 1 shows a schematic of the structure of a neuron.

Figure 1 Schematic diagram of a typical neuron or nerve cell.
It consists of a cell body or soma where the cell nucleus is located. Treelike nerve fibres called dendrites are associated with the cell body. These dendrites receive signals from other neurons. Extending from the cell body is a single long fibre called the axon, which eventually branches into strands and sub-strands connecting to many other neurons at the synaptic junctions, or synapses. The receiving ends of these junctions on other cells can be found both on the dendrites and on the cell bodies themselves. The axon of a typical neuron leads to a few thousand synapses associated with other neurons.

The transmission of a signal from one cell to another at a synapse is a complex chemical process in which specific transmitter substances are released from the sending side of the junction. The effect is to raise or lower the electrical potential inside the body of the receiving cell. If this potential reaches a threshold, an electrical activity in the form of short pulses is generated. When this happens, the cell is said to have fired. These electrical signals of fixed strength and duration are sent down the axon. Generally the electrical activity is confined to the interior of a neuron, whereas the chemical mechanism operates at the synapses.

The dendrites serve as receptors for signals from other neurons, whereas the purpose of an axon is transmission of the generated neural activity to other nerve cells (inter-neuron) or to muscle fibres (motor neuron). A third type of neuron, which receives information from muscles or sensory organs, such as the eye or ear, is called a receptor neuron.

3. ARTIFICIAL NEURAL NETWORK

Before giving an answer to this question, it is important to mention that the objective of the Artificial Neural Networks is not building systems to compete against human beings, but to do some tasks of some intellectual rank, to help them. From this point of view its antecedents are:

427 - 322 B. C. - Plato and Aristotle: Who conceive theories about the brain and the thinking? Aristotle gives reality to the ideas understanding them as the essence of real things.

1596-1650 - Descartes: Influenced by the platonic ideas proposes that mind and matter are two different kinds of substance, of opposite nature, able to exist in an independent way, which have the possibility to interact.

1936 - Alan Turing: studied the brain as a form to see the world of computing.

1943- Warren McCulloch and Walter Pitts: Create a theory about the functioning of neurons.

1949- Donald Hebb: Established a connection between psychology and physiology.

1957- Frank Rosenblatt: Developed the Perception, the first Artificial Neural Network.

1959- Bernard Widrow and Marcial Hoff: Created the Adaline Model.


1962- James Anderson, Kunihiko Fukushima, Teuvo Kohonen, and John Hopfield: Made important works that allowed the rebirth of the interest for the artificial neural networks. Reunion U.S.– JAPAN: Begin the development of what was known as thinking computers for their application in robotics.

There are different ways of defining what the ANN are, from short and generic definitions to the ones that try to explain in a detailed way what means a neural network or neural computing. For this situation, the definition that was proposed by Teuvo Kohonen, appears below:

Artificial Neural Networks are massively interconnected networks in parallel of simple elements (usually adaptable), with hierarchic organization, which try to interact with the objects of the real world in the same way that the biological nervous system does.

As a simple element we understand the artificial equivalent of a neuron that is known as computational neuron or node. These are organized hierarchically by layers and are interconnected between them just as in the biological nervous systems. Upon the presence of an external stimulus the artificial neural network generates an answer, which is confronted with the reality to determine the degree of adjustment that is required in the internal network parameters. This adjustment is known as learning network or training, after which the network is ready to answer to the external stimulus in an optimum way.

To depict the basic operation of neural net, consider a set of neurons; say X1 and X2, transmitting signals to another neuron, Y. Here X1 and X2 are input neurons, which transmit signals, and Y is the output neuron, which receives signals. Input neurons X1 and X2 are connected to the output neuron Y, over a weighted interconnection links (W1
and W2) as shown in Figure 2.

![Architecture of a simple artificial neuron net](image)

**Figure 2** Architecture of a simple artificial neuron net.

For the above simple neuron net architecture, net input has to be calculated in the following way:

\[
Y_{in} = x_1 w_1 + x_2 w_2
\]

where \(x1\) and \(x2\) are the activations of the input neurons \(X1\) and \(X2\), i.e., the output of input signals. The output \(y\) of the output neuron \(Y\) can be obtained by applying activations over the net input, i.e., the function of the net input:

\[
y = f(Y_{in})
\]

Output= Function (net input calculated)

The function to be applied over the net input is called activation function.

4. **NEURAL NETWORK LEARNING**

The main property of an ANN is its capability to learn. Learning or training is a process by means of which a neural network adapts itself to a stimulus by making proper parameter adjustments, resulting in the production of desired response. Broadly, there are two kinds of learning in ANNs:

1. **Parameter learning**: It updates the connecting weights in a neural net.
2. **Structure learning**: It focuses on the change in network structure (which includes the number of processing elements as well as their connection types).

The above two types of learning can be performed simultaneously or separately. Apart from these two categories of learning, the learning in an ANN can be generally classified into three categories as:

4.1 **Supervised Learning**
4.2 **Unsupervised Learning**
4.3 **Reinforcement Learning**

4.1 **Supervised Learning**

In supervised learning, each input vector requires a corresponding target vector, which represents the desired output. The input vector along with the target vector is called training pair. The network here is informed precisely about what should be emitted as output. It is assumed that the correct “target” output values are known for each input pattern.

4.2 **Unsupervised Learning**

In unsupervised learning, the input vectors of similar type are grouped without the use of training data to specify how a member of each group looks or to which group a number belongs.

4.3 **Reinforcement Learning**

In this learning process, only critical information is available, not the exact information. The learning based on this critical information is called reinforcement learning and the feedback sent is called reinforcement signal.

5. **BENEFITS OF ARTIFICIAL NEURAL NETWORKS**

It is evident that ANN obtains their efficiency from:

1. Its structure massively distributed in parallel. The information processing takes place through the iteration of a great amount of computational neurons, each one of them send exciting or inhibiting signals to other nodes in the network. Differing from other classic Artificial Intelligence methods where the information processing can be considered sequential – this is step by step even when there is not a predetermined order, in the Artificial Neural Networks this process is essentially in parallel, which is the origin of its flexibility. Because the calculations are divided in many nodes, if any of them gets astray from the expected behavior it does not affect the behavior of the network.
2. Its ability to learn and generalize. The ANN has the capability to acquire knowledge from its surroundings by the adaptation of its internal parameters, which is produced as a response to the presence of an external stimulus. The network learns from the examples which are presented to it, and generalizes knowledge from them. The generalization can be interpreted as the property of artificial neural networks to produce an adequate
response to unknown stimulus which are related to the acquired knowledge. These two characteristics for information processing make an ANN able to give solution to complex problems normally difficult to manage by the traditional ways of approximation. Additionally, using them gives the following benefits:

**No linearity**, the answer from the computational neuron can be linear or not. A neural network formed by the interconnection of non-linear neurons, is in itself non-linear, a trait which is distributed to the entire network. No linearity is important over all in the cases where the task to develop presents a behavior removed from linearity, which is presented in most of real situations.

**Adaptive learning**, the ANN is capable of determine the relationship between the different examples which are presented to it, or to identify the kind to which belong, without requiring a previous model.

**Self – organization**, this property allows the ANN to distribute the knowledge in the entire network structure, there is no element with specific stored information.

**Fault tolerance**, This characteristics is shown in two senses: The first is related to the samples shown to the network, in which case it answers correctly even when the examples exhibit variability or noise; the second, appears when in any of the elements of the network occurs a failure, which does not impossible its functioning due to the way in which it stores information.

### 6. APPLICATIONS OF ARTIFICIAL NEURAL NETWORK

From the applications perspective we can comment that the strength of the artificial neural networks is in the management of the no lineal, adaptive and parallel processes. The ANN have found diverse successful applications in computers vision, images/signal processing, speech/characters recognition, expert systems, medical images analysis, remote sensing, industrial inspection and scientific exploration. In a superficial way, the domain of the applications of the artificial neural networks can be divided into the following categories:

- **a) Pattern recognition**: Or supervised classification, an entry given represented by a vector, it assigns a class label existing in the predefined structure of classes.
- **b) Grouping: Also denominated non** classification, because there is no a predefined structure of classes. The networks explore the objects presented and generate groups of elements that follow certain similarity criteria.
- **c) Approximation of functions**: with base in a group of pairs (ordered pairs of entry/exit) generate by an unknown function of the network its internal parameters to produce exists that implicitly corresponds to the approximation of the function.
- **d) Prediction**: Predicting the behavior of an event which depends from the time, with base in a group of values that are obtained from different moments.
- **e) Optimization**: A great variety of problems in Math, Science, Medicine and Engineering can be focused as problems where is required to determine a solution that accomplishes with a group of restrictions and diminishes or maximizes an objective function.
- **f) Oil Exploration**: Though vector processing, Neural Network can exploratory a new oil mine according the distance between oil explorers. It also depends upon external parameters about the environment.
- **g) Simulation**: Simulation is an important application of neural network for creating similar characteristics as of actual machine of multiple devices. By using CAD, we can create the model of automobiles as well as other.

For such applications are successful solution form a classic perspective, however in most of the cases they are only valid in restricted environments and present little flexibility out of its domain. The ANN gives alternatives which give flexible solutions in a great domain.

### 7. CONCLUSION

We conclude that if the machine could successfully pretend to be human to a knowledgeable observer then you certainly should consider it intelligent. The computing world has a lot to gain from neural networks. Their ability to learn by example makes them very flexible and powerful. A large number of claims have been made about the modeling capabilities of neural networks, some exaggerated and some justified. Hence, to best utilize ANNs for different problems, it is essential to understand the potential as well as limitations of neural networks. For some tasks, neural networks will replace conventional methods, but for a growing list of applications, the artificial neural network will provide either an alternative or a complement to these existing techniques. Neural networks also contribute to other areas of research such as neurology and psychology. They are regularly used to model parts of living organisms and to investigate the internal mechanisms of the brain. The ANN has a superior performance to follow the desired results of the system and is employed to analyze such systems parameters in practical applications.
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