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ABSTRACT

In machine learning and data mining, data imbalance is a key source of performance degradation. Key reason behind this degradation is that all available algorithms assume a balanced class distribution for learning. In many real-world applications, the data available for learning are highly imbalanced. Imbalanced data means where one class severely out-represent another class. In these scenarios, the learning algorithms tend to bias toward the less important negative class or majority class with larger instances. Although, there is no single best technique to deal with imbalance problems, sampling techniques have been shown to be very successful in recent years. To address imbalanced learning issues, oversampling of minority class is done. There are various oversampling techniques which can be used to reestablish the class balance. Oversampling methods are a data level method. The main advantage of data level methods is that they are self-sufficient. The methods at data level modify the distribution of the imbalanced datasets, and then these modified i.e. balanced datasets are provided to the algorithm to improve the Imbalanced learning.
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1. INTRODUCTION

Data Mining is the analysis of observational data sets to find unknown relationships and to summarize the data in novel ways that are both understandable and useful to the people [5]. There are many different data mining functionalities. Data characterization is the summarization of the general characteristics or features of a target class of data [6]. Machine Learning community, and in Data Mining works, Classification has its own importance. Classification is an important part and the research application field in the data mining [1]. With increasing volumes of operational data, many organizations have started to apply data-mining techniques to mine their data for new, valuable information that can be used to support their decision making [2]. Classification is the procedure of finding a set of models that distinguish and describe data classes, for the intent of being able to use the model to anticipate the class of objects whose class label is not known. Learning how to classify objects to one of a pre-specified set of categories or classes is a characteristic of intelligence that has been of keen interest to researchers in psychology and computer science. Identifying the common core characteristics of a set of objects that are representative of their class is of enormous use in focusing the attention of a person or computer program. Classification task can be done with two ways one is Supervised Learning and other is Unsupervised Learning. In supervised learning there is a specified set of classes, and example objects are labeled with the appropriate class. The goal is to generalize from the training objects that will enable novel objects to be identified as belonging to one of the classes. The second one is unsupervised learning. Often the goal in unsupervised learning is to decide which objects should be grouped together, in other words, the learner forms the classes itself. The success of classification learning is largely dependent on the quality of the data provided for training. A learner has only the input to learn from. If the data is inadequate then the concept descriptions will reflect this and misclassification will result when they are applied to new data. Data inadequacy is the measure cause of imbalance data. To learn from imbalance data is too difficult. Imbalanced learning problems contain unequal distribution of data instances among different classes, where most of the samples belong to some classes and rest to the other classes. If such instances come only from two classes, the class having most of the samples is called the majority class and other the minority class. Learning from the imbalance data is of uttermost important to the research community as it is present in many vital real-world classification problems, such as intrusion detection in network forensics, fraud detection in financial data analysis, cancer detection in biomedical diagnosis, object detection in computer vision, diagnosis and prognosis of machine failures, and so on.
2. PROBLEM OF IMBALANCED DATASETS

Imbalanced datasets means a dataset whose classification categories are not equally represented. The level of imbalance can be as large as 1:99[10]. It is notable that class imbalance is emerging as an crucial issue in designing classifiers [11], [12], [13]. Furthermore, the class with the few number of instances is usually the class of interest for the purpose of learning task [14]. This problem is of great interest because it turns up in many real-world classification problems, such as remote-sensing, pollution detection, risk management, fraud detection [18], and especially medical diagnosis [19]–[22]. For example, in case of earthquakes the known instances are rare but certainly of greater interest for earthquake prediction than the ample normal instances. In such situations positive class instances are sparsely distributed and negative class instances are densely distributed. In these scenarios, the learning algorithms tend to bias toward the less important negative class with larger instances.

3. TECHNIQUES TO DEAL WITH IMBALANCED DATASETS LEARNING:

Imbalanced datasets learning issue can be solve with two ways first is data level [3],[4],[7],[8],[9],[15] and the second one algorithmic levels [16],[17]. The techniques at data level alter the distribution of the instances in imbalanced data sets, and then it is given to the learner. The techniques at the algorithm level alter the present data mining algorithms or put up new algorithms to solve the imbalance problem. They enforce emphasis on the minority class by manipulating and incorporating learning parameters such as data-space weighting, class-dependent cost matrix, and receiver operating characteristics (ROC) threshold into conventional learning paradigms. The main advantage of data level methods is that they are self-sufficient. In this paper, we are laying more stress to study a data level oversampling methods for solving the class imbalance problem. To address imbalanced learning issue oversampling of minority class is done. To solve imbalanced learning issue, various oversampling methods were proposed like SMOTE [3], Borderline-SMOTE [8], ADASYN [9] SPO [24], INOS [25], DataBoost [23], so that a class balance is re-establish. Then the classifier is learn from the balanced dataset. This will definitely improve the efficiency of classification learning.

4. DATA LEVEL OVERSAMPLING TECHNIQUES FOR DATA BALANCING

In this section, an overview of oversampling techniques is provided. The objective of this survey is to clearly understand the Oversampling techniques to balance the distribution of data instances in the datasets. In year 2002 N.V. Chawla et al. proposed “SMOTE: Synthetic Minority Over-Sampling Technique”. This work shows that a combination of method under sampling the majority class and oversampling the minority class can accomplish better classifier performance than only under sampling the majority class. Their method of oversampling the minority class includes creating synthetic minority class instances. SMOTE provides a new approach to oversampling. SMOTE and under-sampling in combination achieves better performance than plain under-sampling. The machine learning community has deal with the problem of class imbalance in two ways. First one is to assign unique costs to training instances. The second one is to resample the dataset, either by oversampling the minority class or under sampling the majority class. Authors approach combines under sampling of the majority class with a particular form of oversampling the minority class. SMOTE forces focused learning and introduce a bias towards the minority class. SMOTE classifier achieves better performance than Under-sampling classifier. SMOTE provides more related minority class instances to learn from, thus permit a one to carve broader decision areas, resulting in more coverage of the minority class. The SMOTE algorithm also has its drawbacks, including over generalization and variance. In the SMOTE algorithm, the issue of over generalization is mainly focused to the way in which it creates synthetic instances. Specifically, SMOTE gives the same number of synthetic data instances for each original minority instance and does so without consideration to neighboring instances, which enhances the occurrence of overlapping between classes. Various adaptive sampling techniques have been proposed to get over this limitation; some major methods includes the Borderline-SMOTE and Adaptive Synthetic Sampling (ADA- SYN) algorithms. Based on SMOTE method H. Han, W.Y. Wang et al.[8] were proposed two novel minority oversampling techniques, borderline-SMOTE1 and borderline-SMOTE2. In this only the minority instances near the borderline are oversampled. For the minority class, experiments show that borderline-SMOTE approach achieve better performance than SMOTE and random over-sampling methods. In order to achieve better prediction performance, most of the classification techniques attempt to learn the borderline of class as precisely as possible in the training process. The instances on the borderline and the ones nearby are more likely to be not categorized properly than the ones farthest from the borderline, and therefore more vital for classification. Based on the above discussion, those instances far from the borderline may contribute little to classification. Authors thus present two new minority oversampling techniques, borderline-SMOTE1 and borderline-SMOTE2. These techniques only oversampled borderline instances of the minority class. Their methods are different from the existing oversampling methods in which all the minority instances are oversampled. These methods are based on Synthetic Minority Oversampling method. SMOTE generates synthetic minority instances to oversample the minority class. For every minority instance, its k nearest neighbors of the each class are work out, then some instances are randomly chosen from.
them according to the oversampling rate. After that, new synthetic instances are produce along the line between the minority instances and it’s selected nearest neighbors. Not like the existing oversampling methods, these methods only oversample or strengthen the borderline minority instances. First, they find out the border line minority instances; then, synthetic instances are produce from them and added to the training set. Suppose that the training set is \( T \), the minority class is \( P \) and the majority class is \( N \), and

\[
P = \{p_1, p_2, \ldots, p_{\text{num}}\},
N = \{n_1, n_2, \ldots, n_{\text{num}}\}
\]

where \( \text{num} \) and \( \text{num} \) are the minority and majority instances. In year 2008, ADASYN Approach for Imbalanced Learning is proposed by Haibo He et al.\[9\]. They have presented a new adaptive synthetic sampling technique for learning from imbalanced datasets. The necessary idea of this method is to use a weighted distribution for minority class instances according to the level of difficulty in learning, in which more synthetic samples is produce for minority class instances that are difficult to learn as compared to those minority instances that are not difficult to learn. ADASYN technique increase learning performance in two ways: (a) adaptively shift the classification decision boundary toward the hard to learn instances. (b) reducing the bias which is introduced by the class imbalance. They focus on the two-class classification problem for imbalanced data sets, a topic of major focus in recent research activities in the research community. ADASYN is based on the idea of adaptively generating minority data instances according to their distributions: more synthetic samples is generated for minority class instances that are difficult to learn compared to those minority instances that are easier to learn. The ADASYN method can not only reduce the learning bias introduced by the original imbalance data distribution, but can also adaptively shift the decision boundary to focus on those difficult to learn instances. The major objective here is to - reducing the bias and adaptively learning. Based on the original data distribution, ADASYN can adaptively generate synthetic data instances for the minority class to reduce the bias introduced by the imbalanced data distribution. Furthermore, ADASYN can also autonomously shift the classifier decision boundary to be more focused on those difficult to learn instances, therefore improving learning performance. These two objectives are accomplished by a dynamic adjustment of weights and an adaptive learning procedure according to data distributions. In year 2004, Hongyu Guo et al.\[23\] have proposed DataBoost-IM method which generates the features of the synthetic instances individually. Databoost generates each feature value based on Gaussian distribution within an empirical range [min, max]. In this work, they have described a new technique that combines an ensemble-based learning algorithm, and boosting with data generation to increase the estimation power of classifiers against imbalanced datasets including two classes. In the DataBoost-IM technique, difficult instances from both the classes are identified during execution of the algorithm. Subsequently, the difficult instances are used to separately generate synthetic instances for both the classes. The synthetic samples are then added to the training set, and the class distribution and the weights of the various classes in the new training set are re-balanced. In this work, they discuss a new technique for learning from imbalanced data sets, DataBoost-IM, that combines boosting procedures and data generation to increase the predictive accuracies of both the majority and minority classes, without forgoing one of the two classes. That is, the aim of this approach is to ensure that the resultant predictive accuracies of both classes are high. This approach differs from prior work in the following ways. Firstly, they separately identify hard instances from, and generate synthetic instances for both the classes. Secondly, they generate synthetic instances with bias information toward the hard instances on which the next component classifier in the boosting procedures needs to focus. That is, they provide additional knowledge for the majority as well as the minority classes and thus prevent boosting over- emphasizing the hard instances. Thirdly, the class frequencies in the new training set are re-balanced to make easier the learning algorithm’s bias toward the majority class. Rebalancing thus involves the utilization of a reduced number of instances from the majority and minority classes to ensure that both classes are represented during training. Fourthly, the total weights of the various classes in the new training set are re-balanced to force the boosting algorithm to focus on not only the hard instances, but also the minority class instances. In this way, this work focused on improving the predictions of both the minority and majority classes. In recently 2014, Sukarna Barua et al. suggested MWMOTE algorithm for imbalanced Data Set Learning\[26\]. This work identifies that most of the existing oversampling techniques may generate the wrong synthetic minority instances in some scenarios and make learning tasks difficult. To this end, a novel technique, called Majority Weighted Minority Oversampling method, have presented for efficiently handling imbalanced learning issue. MWMOTE first identifies the hard-to-learn minority class samples and assigns them weights according to their Euclidian distance from the nearest majority class instance. It then generates the synthetic instances from the weighted informative minority class instances using a clustering method. This is done in such a manner that all the generated instances lie inside some minority class cluster. Some of the most popular approaches to deal with imbalanced learning problems are based on the synthetic oversampling methods [3], [8], [9]. In this work, authors illustrate that in some scenarios many of these methods become inappropriate and fail to generate the useful synthetic minority class instances. In this respect, they propose a new synthetic oversampling method, i.e., Majority Weighted Minority Oversampling Technique (MWMOTE), whose goal is to alleviate the problems of imbalanced learning and generate the useful synthetic minority class instances. The essences of the proposed method are: 1) selection of an appropriate subset of the original minority class instances, 2) assigning weights to the selected instances according to their importance in the data, and 3) using a clustering approach for generating the useful synthetic minority class instances. In 2011, Structure Preserving Oversampling
technique for Imbalanced Time Series Classification have proposed by Hong Cao et al.[24]. This work presented a novel structure preserving oversampling technique for categorizing imbalanced time series data. This method generates synthetic minority instances based on multivariate Gaussian distribution by regularizing the unreliable Eigen spectrum and forecasting the covariance structure of the minority class. By creating variances in the trivial Eigen feature dimensions and maintaining the covariance structure, the synthetic instances spread out effectively into the void region in the data space and it is not closely bind with existing minority class instances. Many real-world learning applications in a wide range of domains, such as entertainment, network security, finance, aerospace, and medicine, involve time series data. A time series instance is an ordered set of real-valued variables that are extracted on a continuous signal, which can be either in the time or spatial domain. Due to its sequential nature, variables that are close in a time series are often highly correlated. One of the best-known learning methods for time series classification is the one nearest neighbor (1NN) classifier with dynamic time warping (DTW). The distance between two instances, known as warping distance, is computed by searching for the optimal mapping path to align the two time series sequences. The classification of a test sample is then based on the top one nearest training neighbor. Imbalanced time series classifications are difficult because of its high data dimensionality and inter-variable correlation. Though oversampling is effective for rebalancing the class balance, but still, it has not been sufficiently explored for imbalanced time series classification due to the complexity of the problem. To achieve the oversampling in general, two existing approaches can be adopted. The first approach interpolates between selected positive samples and their random positive nearest neighbors for generating the synthetic samples. Well-known oversampling methods that adopt this approach are SMOTE [3], Borderline-SMOTE [8] and ADASYN [9] as discussed earlier. The second oversampling approach is to generate the features of the synthetic instances individually. A major method is DataBoost, which generates each feature based on Gaussian distribution within an empirical range [min, max] as seen earlier. These two approaches have been shown to work fairly well for various imbalanced non-time series classification datasets. However, according to author’s opinion they may not be enough for oversampling largely imbalanced time series datasets. The adjacent variables in the time series are usually not independent but highly correlated. The random data variances introduced by both traditional oversampling approaches will weaken or even destroy the inherent correlation structures in the original time series data, resulting in non-representative synthetic training instances with excessive noise that confuse the learning. As such, Hong Cao et al. proposed a new structure preserving oversampling method for a binary time series classification task. This method is designed to preserve the covariance structure in the training time series data by operating in the corresponding Eigen spectrum in two subspaces, a reliable subspace and a unreliable subspace, as follows: 1) The synthetic instances are generated by forecasting and maintaining the main covariance structure in the reliable Eigen subspace; 2) A regularization procedure is further employed to understand and fix the unreliable Eigen spectrum. This helps create some buffer variances of the synthetic data in the trivial Eigen subspace to improve the generalization performance on the unseen data. This is the first oversampling technique that preserves the covariance structure in imbalanced learning. In conjunction with Support Vector Machines (SVM), author’s show that SPO outperforms other oversampling methods. In recently 2013, Hong Cao et al. suggested Integrated Oversampling (INOS) for Imbalanced Time series Classification [25]. They focused on the problem of Imbalanced learning issue. To address this issue they introduce a new technique of oversampling i.e., Integrated Oversampling technique. They have noted that, the interpolation based approach work well with imbalanced learning issue, but the problem with that is, they are not sufficient for the task of oversampling highly imbalanced time series data sets.

**Figure 1.** Block diagram of the integrated oversampling framework.

Hong Cao et al. designed an Integrated Oversampling (INOS) Technique with two objectives in mind: One is to preserve the regularized Eigen covariance structure which can be estimated using the limited positive time series instances, and the other is to be able to provide enough emphasis on the key minority instances with the remaining oversampling capacity. For the first objective, a new enhanced structure preserving oversampling (ESPO) has proposed. ESPO performs oversampling in the transformed signal space in the following steps:

a) Generating the synthetic instances by estimating and maintaining the main covariance structure in the reliable Eigen subspace;

b) Inferring and fixing the unreliable Eigen spectrum, this is insufficiently estimated due to the limited number of positive instances, using a regularization procedure.
For the second objective, they use an interpolation based method to generate a small percentage of synthetic instances so as to emphasize on the border set of existing instances, which are critical for building accurate classifiers in the subsequent steps. For evaluation, INOS with support-vector machines (SVM) classification is used as shown in block diagram of INOS in Figure 1. Compared with previous SPO work, the current proposed INOS technique differs and performs better in the following aspects: a) the oversampling is performed in the signal space with improved efficiency and no risk of artificially introducing variances in the common null space.

b) The cleaning mechanism is redesigned to remove the “noise links” or pairs of positive and negative instances on the classification border with good efficiency.

c) A small percentage of oversampling capacity for protective interpolation-based oversampling on the positive-class boundary is reserved, which produces better classification performance.

5. CONCLUSION AND FUTURE WORK

In this paper, the state of the art methodologies to deal with class imbalance learning problem has been reviewed. The imbalanced learning problem for time series classification is much more daunting than typical imbalanced classification problems because of its high dimensionality. Very often, the number of available samples in the minority class is few as compared with the dimensionality. The inherent data complexity of time series classification suggests that it is sensible to address the imbalance problem at the data level using oversampling, as oversampling has been found to be effective for re-establishing the class balance at the data level for generic imbalanced classification problems. To solve this problem the INOS approach performs well for imbalanced time series classification. By examining the characteristics of various time series data sets a meta-learning algorithm can be developed that estimates the best classification methodologies.
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